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Abstract 

       The p-center problem involves determination of 

locations of p facilities while minimizing the 

maximum distance between demand points and 

facilities. The main application areas of p-center 

problem are emergency service locations such as fire 

and police stations, hospitals and ambulance 

services. This paper deals with a generalized version 

of the capacitated p-center problem. The model takes 

into account the possibility that a center might suffer 

a disruption and assumes that every site will be 

covered by its closest available center. We present 

the mathematical model and use lagrangian 

relaxation for obtaining the suitable lower bound. 

Also, the CPLEX solver and Lagrangian relaxation 

method used to solve the model and high 

performance of the Lagrangian relaxation method is 

shown in numerical example. 

Keywords: P-center problem, capacitated p-center 

problem, Lagrangian relaxation 

1. Introduction 

The p-center problem (pCP) is a well-known discrete 

optimization location problem which consists of 

locating p centers out of n sites and assigning the 

remaining n-p sites to the centers so as to minimize 

the maximum distance (cost) between a site and the 

corresponding center [1]. Facility location decisions 

play a prominent role in strategic planning of many 

firms, companies and governmental organizations. 

Deciding where to locate a new warehouse for a 

factory, where to place the fire stations, where to 

open a new branch of a bank and where to open a new 

store for chain stores are practical instances of 

facility location problems. These decisions are not 

only costly and irreversible (or at least very costly 

and time consuming to reverse), but they use up a lot 

of organization’s resources also [2].  

The p-center problem is one of the well-known NP-

hard discrete location problems [3]. This problem can 

be partitioned into the uncapacitated and capacitated 

cases. The uncapacitated case is a basic p-center 

problem that does not include the demands of clients 

and capacities of facilities [4]. In the capacitated 

version of the p-center problem, each client is 

labelled with some quantity of demand, and 

assignment of clients to facilities is constrained with 

capacity restrictions of facilities (i.e., the total 

demands of clients assigned to a certain facility 

cannot exceed the facility’s capacity). Namely, the 

capacitated p-center problem can be articulated as 

locating p capacitated facilities and assigning clients 

to them within capacity restrictions so as to minimize 
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maximum distance between a client and the facility 

it is assigned to [5]. 

Some of the potential applications of the p-center 

model would be in:                                                                                          

 Quick services (hospital emergency services, 

fire stations, police stations, …) 

 Computer network services (location of the 

data files) 

 Distribution (warehouses, garages, …) 

 Military purpose 

  Government and general (parks, hotels, …) 

  Location-allocation for post boxes and bus 

stops 

Since we have a minimax objective function for the 

p-center model, it seems that it would be most 

applicable to emergency cases [6].  

Absolute 1-center problem is originally introduced 

by Hakimi in 1964. The absolute p-center problem for 

p>1 is initially introduced again by Hakimi in 1965. 

Hakimi, Schmeichel, and Pierce present 

improvements and generalizations for the 1-center 

problem proposed by Hakimi [7]. Dearing and 

Francis developed a formulation for the weighted 

absolute 1-center problem [7]. Elloumi, Labbe, and 

Pochet introduce a new formulation for the vertex 

restricted p-center problem that is based on solving a 

set-covering problem [7]. 

Facility location problems are known as hard to solve 

problems. Thus, this kind of hard to solve problems 

requires the use of computer technology. The 

development in computer technology brings new 

conveniences to the solution approaches. 

Gonzalez [6] introduced a greedy heuristic for the p-

center problem. Hochbaum and Shmoys [2] proposed 

a heuristic for p-center problem as follows. Initially, 

all distances in a graph are sorted in nondecreasing 

order. An edge with minimum distance was found 

and removed so that the number of connected graphs 

after removing all edges with higher distances is 

fewer than p. Ozsoy and Pinar [5] solve the 

capacitated case by labeling the quantity of demand 

to clients and the capacity to facility. Then, Albareda-

Sambola et al. [8] improved their result by 

considering only clients in a given radius and 

improving the result using Lagrangian relaxation. 

Elloumi, Labbe, and Pochet [7] present a polynomial 

time algorithm for computing lower and upper 

bounds of the optimal solution. Mirchandani and 

Francis [7] propose a relaxation algorithm that finds the 

optimal location of centers by using column generation 

and set covering approaches. Handler and Mirchandani 

[7] develop an iterative relaxation algorithm to solve 

the p-center problem for a subset of demand points. 
In this paper we use the developed p-center problem 

in [9] that called Capacitated Second p-Center 

Problem (CSpCP). The paper is structured as 

follows: In Section 2, the proposed model is 

developed. In Section 3, the Lagrangian 

relaxation and a basic subgradient algorithm are 

described.   Our computational results are provided 

in Section 4. Finally, in Section 5, the conclusions are 

presented and suggestions for future studies are 

discussed. 

2. Problem formulation 

Let 𝑁 = {1,… , 𝑛} be the given set of sites and set of 

candidate sites for centers is identical to N. We 

developed model [9] taking into account budget 

constraint and three types of centers with different 

capacity. Therefore, the notations which variable, 

parameter, and indexes are using in the model are 

given bellow: 

N: set of sits 

K: type of centers k=A, B, C 

hi: denote the demand of site i ∈ N 

bk: the capacity of a center of type k 

Wi: weight of site i 

dij: distance (cost, travel time) from i to j  ∀ 𝑖, 𝑗 ∈ 𝑁 

P: number of centers to be located 

fk: facility setup cost of type k 

B: total budget 

Decision variables; 

𝑥𝑗𝑗𝑘 = {
1,   𝑖𝑓 𝑎 𝑐𝑒𝑛𝑡𝑒𝑟 𝑡𝑦𝑝𝑒 𝑘 𝑖𝑠 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑠𝑖𝑡𝑒 𝑗,
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,                                                       

    

𝑥𝑖𝑗𝑘 = {
1,   𝑖𝑓 𝑡ℎ𝑒 𝑐𝑙𝑜𝑠𝑒𝑠𝑡 𝑐𝑒𝑛𝑡𝑒𝑟 𝑡𝑦𝑝𝑒 𝑘 𝑡𝑜 𝑠𝑖𝑡𝑒 𝑖 𝑖𝑠 𝑗,
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,                                                          

    

Note that xjjk= 1 implies self-allocation of site j 
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𝑣𝑖𝑗𝑘 = {
1, 𝑖𝑓 𝑡ℎ𝑒 𝑠𝑒𝑐𝑜𝑛𝑑 𝑐𝑙𝑜𝑠𝑒𝑠𝑡 𝑐𝑒𝑛𝑡𝑒𝑟 𝑘 𝑡𝑜 𝑠𝑖𝑡𝑒 𝑖 𝑖𝑠 𝑗
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,                                                           

    

Thus, the model of the problem was developed in 

the order given below:  

 
Min  𝒁 

subject to ∑∑𝑥𝑗𝑗𝑘 = 𝑃 

𝑘𝑗

 

∑∑𝑥𝑖𝑗𝑘 = 1     ∀ 𝑖 ∈ 𝑁 

𝑘𝑗

 

∑∑𝑣𝑖𝑗𝑘 = 1     ∀ 𝑖 ∈ 𝑁       

𝑘𝑗
𝑖≠𝑗

 

𝑥𝑖𝑗𝑘 + 𝑣𝑖𝑗𝑘 ≤ 𝑥𝑗𝑗𝑘       ∀ 𝑘 & 𝑖, 𝑗 ∈ 𝑁   

∑ ∑𝑥𝑗𝑙𝑘
𝑘

+ ∑ ∑𝑥𝑖𝑙𝑘
𝑘

≤ 1        ∀ 𝑖, 𝑗 ∈ 𝑁
𝑙∈𝑁

𝑑𝑖𝑙>𝑑𝑖𝑗

𝑙∈𝑁
𝑑𝑖𝑙≤𝑑𝑖𝑗

 

𝑥𝑗𝑗𝑘 + ∑ 𝑣𝑖𝑙𝑘 ≤ 1 + 𝑥𝑖𝑗𝑘
𝑙∈𝑁

𝑑𝑖𝑙>𝑑𝑖𝑗

   ∀ 𝑘 & 𝑖, 𝑗 ∈ 𝑁 ∶ 𝑖 ≠ 𝑗 

∑ ℎ𝑙(𝑣𝑙𝑖𝑘 + 𝑥𝑗𝑗𝑘 − 1)
𝑙∈𝑁

𝑑𝑙𝑗<𝑑𝑙𝑖

+ ∑ ℎ𝑙(𝑣𝑙𝑗𝑘 + 𝑥𝑖𝑖𝑘 − 1)
𝑙∈𝑁

𝑑𝑙𝑗>𝑑𝑙𝑖

≤ 𝑏𝑘𝑥𝑗𝑗𝑘          ∀ 𝑘 & 𝑖, 𝑗 ∈ 𝑁 ∶ 𝑖 ≠ 𝑗  

𝑧 ≥∑∑𝑊𝑖𝑑𝑖𝑙𝑣𝑖𝑙𝑘
𝑘𝑙∈𝑁

          ∀ 𝑖 ∈ 𝑁  

∑∑𝑓𝑘𝑥𝑗𝑗𝑘 ≤ 𝐵

𝑘𝑗

 

𝑥𝑗𝑗𝑘 , 𝑥𝑖𝑗𝑘 , 𝑣𝑖𝑗𝑘  ∈ {0,1} 

The objective function (1) together with constraints 

(9) are used to get the maximum distance of any site 

with respect to its second closest center by means of 

an additional decision variable z which is minimized 

in the objective. Constraints (2) fixes the number of 

centers to p. Constraints (3) force each site to be 

allocated to one center. Constraints (4) force each site 

(center) to be allocated to one second closest center 

(backup). Constraints (5) ensures that assignments 

can only be made to open facilities for first and 

second closest center. (6) and (7) are closest 

assignment constraints so that, (6) force a variable xijk 

to take value one if  j is the closest center with respect 

to site i and (7) force allocation (by means of v-

variables) to the second closest center. Constraints 

(8) are the capacity constraints, each constraint in this 

family takes care of the capacity of center j if center 

i fails. Budget constraint (10) states that it should not 

exceed the amount of total budget. 

3. Lagrangian Relaxation approach  

There have been a number of successful applications 

of Lagrangian relaxation to combinatorial 

optimization problems. The first notable success was 

the work of Held and Karp on the Traveling 

Salesman Problem. Fisher highlights a number of the 

early Lagrangian relaxation applications. The first 

successful applications of Lagrangian relaxation to 

location planning models were reported by 

Cornuejols et al. [10]. 

The main concept of Lagrangian relaxation is to 

identify the set of complicating constraints of a 

general integer program and to introduce them into 

the objective function in a Lagrangian fashion by 

attaching unit penalties to them so to guide the search 

toward reducing the amount of constraints violation. 

This transformation should be constructed to render 

the new problem easier to solve optimally and hence 

produce upper/lower bounds. The penalties are 

adjusted based on the violation and the process is 

repeated until a suitable stopping criterion (for 

instance, when the gap between the best lower and 

upper bound is small, a negligible change in the 

solution configuration is detected, the maximum 

computing time is reached, among others) is met[11]. 

A detailed explanation of Lagrangian relaxation and 

its implementation can be found in [12, 13]. 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 
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In this section we relax Constraints (3), (5) and (8) that 

make the original problem difficult to solve in a 

reasonable amount of time.  

The Lagrangian relaxation problem can be expressed 

as follows: 

 

𝐿(𝛼𝑖𝑗𝑘, 𝛽𝑖𝑗) = Min𝑍 +∑𝛼𝑖 (∑∑ 𝑥𝑖𝑗𝑘 − 1  

𝑘𝑗

)

𝑖

+∑∑∑𝛽𝑖𝑗𝑘
𝑘𝑗

(

𝑖

𝑥𝑖𝑗𝑘 + 𝑣𝑖𝑗𝑘 − 𝑥𝑗𝑗𝑘) 

+∑∑∑𝜇𝑖𝑗𝑘
𝑘

(

 
 
∑ ℎ𝑙(𝑣𝑙𝑖𝑘 + 𝑥𝑗𝑗𝑘 − 1)
𝑙∈𝑁

𝑑𝑙𝑗<𝑑𝑙𝑖

𝑗𝑖

+ ∑ ℎ𝑙(𝑣𝑙𝑗𝑘 + 𝑥𝑖𝑖𝑘 − 1)
𝑙∈𝑁

𝑑𝑙𝑗>𝑑𝑙𝑖

− 𝑏𝑘𝑥𝑗𝑗𝑘

)

 
 
   

𝑠. 𝑡    (2), (4), (6), (7), (9), (10)  

𝑥𝑗𝑗𝑘 , 𝑥𝑖𝑗𝑘 , 𝑣𝑖𝑗𝑘  ∈ {0,1} 

Where α, β and 𝜇 stands for the array of Lagrange 

multipliers 

3.1. Subgradient method 

Subgradient optimization is a commonly used 

method to update the Lagrange multipliers. In fact, 

subgradient optimization can be considered as an 

adapted version of the gradient method. The 

algorithm usually stops when a maximum number of 

iterations is reached. We describe subgradient 

algorithm as follows: 

 

 

 

 

Algorithm 1: Subgradient method for improving the Lagrangian 

multipliers 

Step 1: Initialize 𝜶𝒊
𝟎 = 𝟎 , 𝜷𝒊𝒋𝒌

𝟎 = 𝟎 , 𝝁𝒊𝒋𝒌
𝟎 = 𝟎,𝑼𝑩 = 𝒁 

 𝒂𝒏𝒅  𝑳𝑩∗ = −∞  , 𝜽 = 𝟐 

Step 2: solve relaxation problem and calculate LB 

Step 3: if  LB>LB* then LB=LB* 

Step 4: 

𝜸(𝜶𝒊
𝒕) = ∑∑𝒙𝒊𝒋𝒌 − 𝟏  

𝒌𝒋

 

𝜸( 𝜷𝒊𝒋𝒌
𝒕 ) = 𝒙𝒊𝒋𝒌 + 𝒗𝒊𝒋𝒌 − 𝒙𝒋𝒋𝒌 

𝜸( 𝝁𝒊𝒋𝒌
𝒕 ) = ∑ 𝒉𝒍(𝒗𝒍𝒊𝒌 + 𝒙𝒋𝒋𝒌 − 𝟏)

𝒍∈𝑵
𝒅𝒍𝒋<𝒅𝒍𝒊

+ ∑ 𝒉𝒍(𝒗𝒍𝒋𝒌 + 𝒙𝒊𝒊𝒌 − 𝟏) − 𝒃𝒌𝒙𝒋𝒋𝒌
𝒍∈𝑵

𝒅𝒍𝒋>𝒅𝒍𝒊

 

 𝜶𝒊
𝒕 = 𝒎𝒂𝒙(𝟎, 𝜶𝒊

𝒕−𝟏 + 𝒌𝒕(𝜸(𝜶𝒊
𝒕))) 

  𝜷𝒊𝒋𝒌
𝒕 = 𝒎𝒂𝒙(𝟎, 𝜷𝒊𝒋𝒌

𝒕−𝟏 + 𝒌𝒕 (𝜸( 𝜷𝒊𝒋𝒌
𝒕 ))) 

𝝁𝒊𝒋𝒌
𝒕 = 𝒎𝒂𝒙(𝟎, 𝝁𝒊𝒋𝒌

𝒕−𝟏 + 𝒌𝒕 (𝜸( 𝝁𝒊𝒋𝒌
𝒕 ))) 

       While  

  𝒔𝒕𝒆𝒑𝒔𝒊𝒛𝒆               𝒌𝒕 = 𝜽𝒕
𝑼𝑩−𝑳𝑩∗

∑ ∑ ∑  (𝜸(𝜶𝒊
𝒕)+𝜸( 𝜷𝒊𝒋𝒌

𝒕 )+𝜸( 𝝁𝒊𝒋𝒌
𝒕 ))

𝟐

𝒌𝒋𝒊

 

 
Step 5: If there is no improvement of lower bound on  m 

consecutive iterations, then 𝜽 =
𝜽

𝟐
 

Step 6: return to step2 

 

 

Where 𝒁 is the known feasible solution value, and 

𝜃𝑡 is a scalar satisfying the relation 0 ≤ 𝜃𝑡 ≤ 2. 

This scalar is set to 2 at the start of the procedure 

and is halved whenever the bound does not improve 

in m consecutive iterations.   

4. Computational results 

In this section, we test the performance of the 

Lagrangian relaxation. For our computational 

experiments we used random data sets by uniform 

distribution for each cases, so that: 

dij =U (1, 20) 

hl =round(U(1, 10)) 

wi =U(0, 1) 

bA =8  , bB =10  , bc =12 
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fA =15  , fB =20  , fC =30   

The proposed model and Lagrangian relaxation 

algorithm were coded in GAMS 24.1.2 and the 

programs were run on a Core i7 2 GHz Notebook 

with 6 GB RAM. The results of the experiments are 

reported in table 1 for problem. In this table, for 

different values of N and p, the best lower bound that 

obtained from the Lagrangian relaxation and optimal 

value is shown. Columns Opt and LB respectively 

represent the solution obtained from solving the main 

problem and the lower bound is obtained from 

Lagrangain relaxation. CPU column shows the 

runtime (in second). 

 

N P Opt LB CPU(in second) 
opt LB 

40 

3 11.53 7.41 807 640 

4 9.45 7.86 562 720 

5 9.15 7.53 379 420 

6 8.26 6.92 150 620 

45 

3 9.88 6.43 5150 480 

4 7.12 6.40 3155 544 

5 6.72 4.26 1425    797 

6 6.72 4.35 668 925 

7 7.19 4.88 270 507 

50 

3 11.49 7.23 8897 623 

4 14.30 7.95 3399 669 

5 8.83 6.28 7592 666 

6 7.48 6.22 7019 790 

55 

4 8.52 4.13 7440 916 

5 6.93 3.98 5122 911 

6 6.91 4.06 2969 2100 

60 

4 10.46(non optimal) 6.22 40089 1206 

5 12.09(non optimal) 6.12 36510 1260  

8 11.23(non optimal) 6.16 30231 2704 

The computational results show that the lower bound 

obtained from the Lagrangian relaxation is close to 

the optimal solution and this approach have 

significantly reduced the runtime. 

5. Conclusions and suggestions 

In this paper, we have developed a model by 

considering budget constraints, three types of centers 

and a solution procedure for the capacitated p-center 

problem with backup center. A solution algorithm is 

developed based on the technique of Lagrangian 

Relaxation. In our algorithm, the Lagrangian 

relaxation technique is applied for lower bound 

computation. According to the results, the solution 

algorithm can generate an approximate solution that 

is very close to the optimal solution and the lower 

bound based on Lagrangian relaxation problem and 

time solution is suitable. 

Future research includes stochastic demand for 

model and using real test instances. To improve its 

efficiency of lagrangian relaxation, we can consider 

better choices of the stepsize parameter for the 

subgradient optimization and also can use the 

heuristic algorithms.  
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