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Abstract

A flexible job shop scheduling problem with assembly
operations and sequence dependent setup time is studied in
this paper. In this problem, at the first stage, the parts are
processed in a flexible job shop system and then thev are
assembled in an assembly stage to produce products. Setup
time is needed when a machine starts processing the paris
or it changes items. At first, a linear model is introduced to
express the problem. The objective is to minimize the
compleation time of all products. Then since the problem is
NP-hard, a hybrid metaheuristic algorithm is presented.
The proposed algorithm is called a Hybrid Particle Swarm
Cptimization with a Parallel Variable Neighborhood Search
algorithm  (HPSCOPVNE).  Finally, the numerical
experiments are used to evaluate and validate the
performance of the mathematical model and proposed
algorithm. The computational results show that hybrid
algorithm achieves better performance than Particle
Swarm Optimization algorithm (PSC).

Keywords:
Flexible job shop scheduling, Assembly, Setup time,
Particle swarm optimization, Parallel variable

neighborhood search

1. Introduction

The two-stage assembly scheduling problem has many
applications 1n industry and hence has received increasing
attention from researchers recently [1,2]. Lee et al [1]
deseribed an application 1n a fire engine assembly plant
while Potts et al [3] described an application in personal
computer manufactunng In particular, manufactuning of
almost all items may be modeled as a two-stage assembly
scheduling problem [2] Hence considering production

stages simultaneously in  scheduling problems have
recerved an increasing attention of researchers recently.

In this article, a flexible job shop scheduling problem
(FISP) with assembly operations is studied In this problem,
a set of parts are produced in independent production lines
and finally in assembly stage are converted into desired
product. This type of production systems can be a sclution
to respond market pressures to produce diverse products.
FISP problem 15 an extension of the classical job shop
scheduling problem. The general JSP 1s strongly NP-hard
[4] This makes flexible job shop scheduling problem wnth
assembly operations problem more complexity to solve due
to the consideration of three sequence of operation,
assignment of machines to operations and assembly stage.
Therefore flexible job shop scheduling problem with
assembly operations problem i1s NP -hard too.

The remainder of this paper 1s organized as follows A
literature review of the problem is presented in Section 2. In
Section 3, the flexible job shop scheduling problem wnth
assembly operations and sequence dependent setup times 1s
described and the assumptions, parameters and decision
variables and the mathematical model of the problem are
presented. In section 4 15 presented a numencal example.
In section 5 the proposed hybnd algorithm and structure of
proposed algorithm are explained. Experimental results are
described 1n Section 6 Finally, the conclusion of the work
and the future research are described 1n Section 7.

2. Literature review

In this section, the papers related to two-stage scheduling
problems are reviewed Lee et al in 1993 studied for the
first time a two-stage production scheduling problem with
the objective of makespan minimization. They considered a
simple preblem i1n which each product 15 assembled from
two types of parts. The first component of each product
must be processed on the first machine and the second
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component 1s processed on the second machine Potts et al.
[3] extend the problem to the case of multiple fabrication
machines 1n which there are m machines and one machine
at the first and second stages, respectively. Cheng and Wang
[5] studied the problem of scheduling the fabrication and
assembly of components in a two-machine flow shop with
objective of mimimizing the makespan. In their model, the
first machine produces twe types of parts, unique
components and common components. The second machine
assembles the components into the products. Tozkapan et al
[6] studied a two-stage assembly scheduling problem wrth
objective of minimizing the total weighted flow ttme They
constdered m-1 machines in the first stage and a machine
assembly 1in the second stage. They proposed a
branch-and-bound algonthm and a lower bound and
dominance criterion. Al-Anzi and Allahverdi [7] studied the
two-stage assembly flow shop scheduling problem with
objective minimize maximum lateness. They are considered
the setup times the separate from processing times They
proposed a self-adaptive differential evolution heuristic to
solve the scheduling problem for the first ime  Also, they
compared performance self-adaptive differential evolution
heunistic with those of P30, TS and EDD algonthms.
Yokoyama [8] considered a scheduling model for flow-shop
scheduling problem with setup and assembly operations
with objective the mean completion time for all products. In
the problem, operations are divided to several blocks. Each
block consists of the operations of machining, operations of
setup, and the assembly operation for one or more
products Also, they propesed a branch-and-bound methed
and the pseudo-dynamic programming. Allahverdi and
Al-Anz [3] are proposed the model for two-stage
assembly scheduling problem with objective of mimimizing
the total completion time with setup times with assuming
that setup times 1s separate from processing times They
presented a dominance relation and propose three
heunistics: a hybnd tabu search, self-adaptive differential
evolution (SDE) and a new self-adaptive differential
evolution (NSDE). They showed NSDE algorithm the
better performance than the other two.

Zhang [9] studied job shop scheduling with assembly
operations with objectives of minimizing the total
completion time and on-time delivery rate. They proposed
the genetic algorithm with a rule based on the coding
procedure  Shokrollahpour et al [10] studied two-stage
assembly flow shop scheduling problem with objective of
mimmizing the weighted sum of makespan and mean
completion ttime. They proposed an impenalist competitive
algorithm (ICA) to solve the problem.

Al-Anzi and Allahwerd: [11] considered two-stage assembly
scheduling problem to minimize total completion time.
They proposed artificial immune system algonthm (ATS),
and compared performance of AIS algonthm with the best
known heuristic in the literature. They showed that
performance of proposed algorithm 1s better than the best
known heuristic in the literature. Fattahi et al [12] studied
hybrid flow shop scheduling problem with assembly
operattons and setup time with the objective makespan
mimimization. They proposed a branch and bound algorithm

hierarchy and three lower bounds and an upper bound in
condition: the first stage and second stage of the hybnd
flow shop and the assembly stage 1s bottleneck In order to
reduce the time of computing algorithm and improve the
efficiency, they proposed an upper bound according to
GEASP algonthm . Allahverds et al [13] studied a two-stage
assembly flow shop with objective of minimizing the
number of tardy jobs They proposed genetic algonthm,
improved genetic algorithm, simulated annealing algorithm
with three different neighborhood structures, Dhoub et al s
simulated annealing algorithm and an improved cloud
theory-based stmulated annealing algorithm .

The flexible job shop scheduling problem with an assembly
15 strongly MNP-hard Therefore, to obtain the optimal
solution 15 not possible by exact methods and at the real
dimensions for problems with the medium and large size.
So, the heunstic or metaheunstic algorithms must be used.
In this article, proposed a hybrid algorithm based on
particle swarm optimization te solve the problem studied
In this proposed hybnd algorithm, we used the PSO
algorithm for glebal exploration at search space and
Parallel Variable Neighborhood Search (PVIS) algorithm

for local search at around solutions

3. Problem description and mathematical
formulation

Studied problem in this research 1s modelling and sequence
of jobs in flexible job shop scheduling problem with an
assembly stage In this problem, each product 1s produced
from assembling a set of several different parts. First stage
15 flexible job shop scheduling problem that 1s defined as
scheduling T part {Jyp . Jyp ...Jgp} of P product
(PP, ... Py} on set M of machines including m machines
(M Mz . Mw} For each operation, there 1s a set of
machines. So, for each operation, there i1s possibility to
choose a machine 1 among several machines assigned In
this state, each part has h; operation that must be done
respectively. Index 1 denotes a machine, index j denote parts
and index h denotes operaton So, operation h of part j of
product p (h=1,..h; , p=1,....F, =1,...n) 15 shown with
notation Ojpp , with the processing time pijpn. Suppose that
Oz 15 scheduled to follow immediately after Ojpp. Then
Oppp requires time for a setup, Sijpripw. 10 this model we
assume that Sijpyp=Sijpnspne oecond stage 15 assembly
scheduling problem that is defined as scheduling P product
with assembly time A, The assembly operations of each
product can be started until the set of parts required for a
product is processed in the first stage

General scheme of the considered problem is shown in
Figure 1. In the first stage of production, row material or
parts are processed in flexible job shop production system
and readied parts required for a product When required
parts of a product are complete, they together join in the
assembly stage and connect 1n the assembly stage.
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Row material or Parts

Flezible job shop

Assembly stage

Assembly

Products ||

Figure 1- A schematic view of the considered problem

Assumptions:

1) All machines and parts are accessible at time zero.

2y Demand of final products is specified.

3) Each machine can process only one part at a ttme and
each part can be processed only on one machine.

4) Time processing of parts and assembly of products 1s
deterministic.

5) When processing a part 15 started, it doesn’t stop until
completed, (job interrupt is not allowed).

6) Assembly operation 15 started for a product when a set of
parts are completed in the first stage.

T) Each product is composed of j part

8) A dummy job 0 15 used to signify the starting of a job on
each machine. And, an operation that 1s scheduled to follow
a dummy job is actually the first operation to process.

Parameters and decision variables:

The following parameters and decision variables are used to
formulate the problem

Parameters:

PP Total number of products(p=1,2,....F p=1.2,.. . PY);

1p, np': Number of sub-parts product BP' (4=1,2,... . op
1=1.2, ., gy,

hyhy  Number of operations part 3,3 (h=1,2,..., b; h=12,..,

b)),

m: Humber of machines at first stage (1=1,..., m),

k's : The number of assigned products to assembly machine
k=1, Ka);

Cyipr : Operation h of the part j in product p;

pijph - Processing time of operation Ojpn on machine 1,
Sijpjp  Fequires time for a setup operation OQjpy, (operation
Oj.p.k precedes operation Ojpp immediately),

Ap : Assembly time of product p;

aijpp - 1if machine 115 selected for operation Ojpp ; 0
otherwise;

L : Alarge number;

Decision variables:

Cmx: Makespan or mazimal completion time of products;
tjpn: Start time of the processing of operation Ojpy;

fipp finish time of the processing of operation QOjpp;

Stp © Start time of the assembling of product P,

Smye: Start of working time for assembly machine in
prionity &' 1n the second stage;

E,: Completion time of products p in the first stage;

Cp: Completion time of products p;

Tijphk 1, operation Ojpk precedes operation Ojpn
immediately, 0 otherwise,

Vijpn o 1, if operation Ojpp can be performed on machine i;
0 otherwise;

Zop: 1, 1f product P 1s assembled on assembly machine 1n
prionity k', 0 otherwise,

The mathematical model of problem 1s presented as
follows

Min Z=(C_,. ) o)
Subject to:
Conz € .7p )
ity aPen £ =12 om, &
el
1=L2,...n,,p=L2,.. P h=12, . h;
f:i,p,h = tj,p‘l‘l.+1'-‘ j:-l:' 2:' "3 Ilp, {4)
pzl,Z,...,P,h:1,2,...,hj—1
fmh = Ep,j=1,2,..., n, sP=1 2 P &
h:1,2,...,hj
Vior S8;.3.i=L2,...m, j=0,1,...,n_,
6
p:O,l,...,P,h:I,Z,...,hi &
y =19j=0’1521"'} n £l
; 1.ph ] D

p=0,1,...P,h=12,....h
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The objective function (1) indicates minimization of the
completion time for all products (makespan) Constraint {2)
determines the objective function. Constraints (3) and (4)
enforce each job to follow a specified operation sequence.
Constraint (3) determines the largest processing time the
parts of a product. Constraint (6) enforces that the machine
for each Ojpp must be selected from the machine’s
alternatives of Ojpp. Constraint (7) forces exactly one
machine alternative to be selected for each Ojpn
Constraints (8) and () force each machine to process one
operation at a time and consider the setup times.
Constraints (10) and (11) define circular permutations of
operations on each machine. They eliminate alternative
operations that are excluded 1n a final schedule. Constraint
(10) selects one operation Ojpp that immediately precedes a
scheduled alternative operation Oj.p k' and constraint (11)
selects one operaton Ojpl' that immediately follows a
scheduled alternative operation Ojpu. Constraint (12)
determines the smallest start ttme of assembly stage.
Constraint (13) represents completion time of products.
Constraint ({14) assembly machine can process only one
product at a ttme Constraints (15) and (16) force each
product in the second stage can be start after its assigned
machine 1s 1dle and previous product i1s completed
Constraint (17) assigns the each product to a prnionty at
second stage.

4. Numerical example

In order to clarify the problem, consider a simple numerical
example. The data for processing time of machining
operation, assembly and setup time are given in Table 1 and
Table 2 In this ezample, assume that there are three
machines at first stage and one machine at assembly stage.
Total number of products 1s P = 2. That 15 each product
contains of two parts of different kand. At first, each part is
processed on first stage (flexible job shop). Then, parts are
assembled into a product on assembly stage. The amount of
the objective function 15 49 1n this example (Figure 2).

Table 1-Processing time of machining and assembly

Products 1 i
Parts 1 = 3 4
Operations 1 2 a1 1 2
M, |5 7 ElE3EEE - 10 5
Machine M, 4 2 - 2 5 1 - 6
S — 5 {7 T4 -
Assembly time 6 5
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Table 2-Sequence-dependent setup time

M M, M,

QDD ECH | CHJTAD|AD]IEH|CHIAD 223 ]2
Dummy 3 8 6 10 5 1 3 7 : 4 6 9
"(1.1) 0 7 5 9 0 3 6 9 0 7 g 10
(1.3 4 0 1 4 8 0 4 3 1 0 8 6
(2:3) 9 3 0 8 5 3 0 7 9 3 0 6
(2.4) 2 6 7 0 10 6 2 0 5 4 4 0

product, party *

mi Setup I 4 slamln 1 I setup | 2 |

m> mewp] 3] [=we [ 2] ErEn

m3 setupl 3 Patupl 2 |
assemhbly stage E -

0] 10 20 30 4an 50 60

Figure 2- Gantt chart numerical example

5. Proposed algorithm

Flexible job shop scheduling preblem with an assembly
stage and sequence dependent setup times is strongly
NP-hard Therefore, to obtain the optimal solution 15 not
possible for problem with the medium and large size in a
reasonable ime and needs using the heuristic algorithms or
metaheuristic. So, to solve problem a hybrid metaheuristic
method based on two methods of particle swarm
opttmization (P30) and parallel vanable neighborhoed
search (FVHNS) 15 used.

5.1. Hybrid Particle Swarm Optimization and Parallel
Variable Neighborhood Search (HPSOPVNS)

Particle swarm optimization 15 one of the most popular
swarm intelligence. It was originally proposed by Kennedy
and Eberhart as a simulation of the social behavior of social
organisms such as bird flocking and fish schooling [14]. In
the P30 algonthm, solution of problem shows
posttion of the particle 1n the search space that at first is
initialized randomly .Changing the location of each particle
in the search space influences best answer which so far has
been obtained for each particle (Personal-Best) and the best
answer has been obtained by all particles (Global-Best).
The corresponding equations to position and velocity of the
particle are defined as follow:

V; (£)=WxV, (t-1)+ oy xpx(P-Best; - X, (t-1) )+

+iyxn* (G-Best-I; (t-1))

X, (1)=X, 1D+ V()

each

(26)
(27
Where Vi(t) and X;t) are, respectively, wvelocity and

position of particle 1 ,w 15 1nertia weight, riand 2 are two
random number with uniform distnbution 1n the interval

[0,1] and ci1,c2 are respectively, individual learning factor
and social learning factor

The algorithm P50 has high convergence speed. But at near
the optimal point the search process strongly slows and
does not explore the remaining space. In this article, in
order to attain the quality solutions at improvement process,
parallelization techmique of vanable neighborhood search
algorithm is used. Mladenovic and Hansen [13] introduced
variable neighborhood search as one of the well-known
local search methods. The parallelization technique of VIS
algorithm 15 used te improve the P30 algonthm. The
pseudo-code of the PV algorithm 15 illustrated in Figure
3. In this structure npyy, 0, Prmex and pr are, respectively, the
number of neighborhood searches in the local search
method, counter of neighborhood searches in the local
search method, number of processor and counter of
processor.

In this proposed approach, P30 algorithm is used for global
exploration at search space and PVNS algonthm for local
search at around solutions obtained 1n the each iteration In
this hybrid method at first, the best global solution is
obtained by PS5O algonithm. Then, the parallel wvariable
neighborhood search is applied on the best global solution
found in the each iteration This step 1s repeated until the
termination criteria are established

Initialization:

Define of the neighborhood structures.

Choose stopping condition algonithm (mammum number of
iterations).

Set G-best—x
set 1 -k
Repeat
for each processor(pw) do in parallel pr=1,. .. prmx
Shaking:
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Produce random solution (x}:) using the
neighborhood structure 3.
Local search:
Consider solutions x5,
Set 1—n 1—h
for n=1 10,
if h=1 then use neighborheood
structure 1; (xl)
else if h=7 then use neighborhood
structure 2; (xl)
else 1f h=3 then use neighborhood
structure 4; (xl)
else 1f h=4 then use neighborhood
structure 5 ; (xl)
end if.
if f(xl)<f(x}) then xl—}x'mand
1—h .
else h+1—h
end if
if h=hmurt1 then 1—kh;
end 1f
ntl—n,
end for
end for
Updating:
The best solution 15 selected among the solutions
obtained and set equal to x",
if x"1s betterx  then x"—x .1—k
else k+1—k
end if
Until k=k,
Until the stopping condition the PVINS algonthm 1s
attained;

Figure 3- Pseudo-code of PVHNE algorithm
5.1.1. Structure of proposed algorithm

1- Solution representation

Each member of the population has two parts. First part: the
sequence of operation and machine 1s assigned to
operations at flexible job shop problem. Second part:
sequence of products on assembly machine In the first part,
the posittion of each particle 15 shown by two vectors. 1)
Machine assignment vector. 2) Operation sequence vector.
Operation sequence vector 15 consists of two vectors. In the
first vector, part, 15 used from the representation of Gen et
al [16] Each element (component) of the vector sequence
shows an operation of job j In this structure of
representation, all operations of a job are displayed with the
same symbol Sequence of elements in this vector,
respectively, displays the operations of different jobs. The
second vector represents the number of product parts. In the
machine assignment wvector, each number represents
selected machine for the corresponding operations in the

operation sequence vector Length of the operation
sequence vector and machine assignment vector is equal to
the total number of operations. In the second part, sequence
of products i1s displayed by a wvector. Each number
represents the number of product This structure of
representation  performs automatically feasbility  of
solutions updated. Figure 4 shows a feasible solution for
flexible job shop with assembly problem with 2 products, 3
parts and 3 machines.

operation part L2 (3 |72 |30 |1 |2
sequence product |2 |1 |1 |1 |2 |1]2
machine assignment |2 [1 |3 |1 |1 |2 |3

a
[ product sequence | 1] 2}

Figure 4- Schematic representation of a feasible solution
2-Initialization

Production of an imitial population with quality 1s an
important step for algorithm. The process of initalizing
includes phase of assignment of machine, operation
sequence and sequence of products. In the problem studied,
production of the initial population in the first phase has
two parts: 1) Assignment of machines to operation. 2)
Operation sequence. For generating initial assignments, two
approaches presented by Pezzella et al [17] are utilized:
AssignmentBulel (search for the global minimum in the
processing time table) and AssignmentBule? (randomly
permute jobs and machines in the processing time table).
The combination of these two rules generates the tmtial set
of assignments 20% of 1nitial assignments can be generated
by rule 1 and 80% by rule 2. The sequencing of the initial
assignments and sequence of products are obtained by
random rule. In this rule, randomly, the symbol numbers
(number of operations each job/number of products) are
respectively sorted.

3- Neighborhood structure

Since the PVHNS algorithm improves a solution using
different neighborhooed structures, in the following, five
types of neighborhood structures used in PVIMS algorithm
are introduced:

1. Heighborhood structure 1

Meighborhood structure 1 changes the sequence of
operations and sequence of products in the candidate
solution stning In this structure an element 1s randomly
chosen Then operationfproduct of the selected cell with
operation/product of the previous cell 15 replaced.
Otherwise, operation of the selected with operation of the
next one cell is replaced.

2. Neighborhood structure 2

In this structure an operation 1s randomly chosen out of
operations of candidate solution string which are capable of
being processed on more than one machine Then, among
the available machines for the selected operation, a new
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machine is chosen at random and this operation will be
assigned to 1it.

3. Neighborhood structure 3

Neighborhood structure 3 15 a combination of neighborhoed
structure 1 and neighborhood structure 2 Meighborhoed
structure 1 and neighborhood structure 2 are simultaneously
implemented on the candidate solution.

4 Meighborhood structure 4

In this neighborhood structure, at first, machines with most
and lowest workload from candidate selution string are
selected. Then, an operation 1s randomly selected from the
machines with the most workload and 1s assigned to
machine with lowest workload Workload of machine 1s
equal to the sum of processing times of the operations is
assigned to that machine.

5 Meighborhood structure 5

Neighborhood structure 5 changes the sequence of
operations 1n the candidate solotion string. In  this
neighborhood structure at first, two parts of two or a
product are randomly chosen. If the number of operations 1s
equal in two selected parts, places of operations of two
parts in candidate solution stning, one to one, due to the
number of operations are swapped. On the contrary, if the
number of operations 1s not equal in two selected parts,
operations related to part with lesser number of operations,
with regard to sequence constraints are transferred to the
location of the part with more numbers of operations And
the operations related to part with more number of
operattons, occupy their remaiming cells and all cells part
with lesser number of operations with regard to sequence
constraints. An example of how to run the neighborhoed
structure 5 15 presented 1n Figure 5 In this example, part 1
of product 3 and part 2 of product 2 were selected for
replacement.

operation part 2011 11 ]1 |1 |2
sequence product |2 |2 |3 |1 |3 |2
machine assignment 1 |4 213 |1 ]|3

[
il ._.&
N N LJ+-L‘A L2l

operation part =1 201 |2
sequence preduct [3 |2 |2 |1 |2
machine assignment |2 |4 |1 |3 |3 |1

[ product sequence | 3| 1] 2]

Figure 5- Example of the neighborhood structure 5

4- Compliance the PSO algorithm with discrete space

Solution of the flexble job shop problem with assembly 1s
sequence of discrete numbers while P50 algorithm 1s
designed to solve problem with continuous space. In the
proposed algorithm after each time the displacement
particles, each of them is converts to an acceptable discrete
solution and then objective function 1s calculated for them.
In this method, position of the particles 15 converted to the
nearest integer. Vector obtained 1n this step show infeasible

solution of problem. Therefore to produce a feasible
solution, each of vector elements are reviewed and elements
value of which 1s not equal with number of parts or number
of operations of parts, specified and is converted to the
nearest integer required. Figure & shows the updated
position of the particle (continuous sclution) and also how
its conversion into a discrete solution. In this figure, nearest
integer te 0.32 15 0, because do not have part 0, number
0.32 to 1 is converted. Also, nearest integer to 2.74 15 3,
because the number 3 has been created twice and also part 3
has only one operation, so the number 2.74 15 converted to
the possible nearest integer, number 2. And 1n the product
sequence, nearest integer to 3.1 15 3, but because the
product 2 not has been created, number 3.1 15 converted to
the possible nearest integer, number 2 At the end, the
second wvector of sequence (product) and machine
assignment vector are updates.

operation | .
Solutionin  sequence 238 | 312|032 121 | 274
continuous
made
product
sequence 1.23 | 3.1
operation 3
Solutionin  sequence E 3 0 ! i
discrete
made
anfeasivte)y  Soent [ 1| 3
operation
Solution sequence 2 3 1 ! 2
in =
discrete - 1 . . l
mode i
(feasible) asgignment | 3 | ! | 2| 2 | !
product ] 5
sequence =

Figure 6- Conversion the continuous solution to the discrete

6. Experimental result

In this section, the proposed mathematical model 1s coded
in GAMS software and also the proposed metaheunstic
algorithm 15 coded in MATLAB (R2011a). For obtain the
better and more sustainable results of the metaheuristic
algorithms, from Ninitab software 15 used for design the
experiments. The results of Taguchi method are shown for
each level of factors 1n small size, medium size and large
size 11 Table 3, respectively. As regards information related
to problems solved does not exist at similar articles for the
problem studied. In this article, from random samples were
used for validation of the problem. How to produce them is
shown in Table 4.
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Table 3-Parameter designs to Taguchi method

Metaheuristic =~ Parameters Categories problems
Large Medium Small

Swarm size 45 45 45

P3O C1 1.5 0.5 1:5
c? 1.5 0.5 0.5

W 1 08 1
Max iter 1aa 100 100

Plimax 3 4 3

PVIS Max it 70 60 70
Thax 40 50 40

Jenmax 4 4 4

Table 4-Amounts of random data

Values Symbols Parameters
{2,3,....50} P Number of products
{2.3,....12} 1 Mumber of parts
{23, .17} m Mumber of machine at

first stage
uniform distribution Ps Processing time
uniform distribution Ay Assembly time
uniform distribution 5 Setup ime

To evaluate the method of proposed solution, instances are

categorized into three groups with small size, medium size
and large size. The effectiveness of algorithm 1s compared
using a well-known cnterion, FEelative Percentage
Deviation (EPD). EPD factor is computed as Equation 28

Algonthm ;. — Mimmum (28)

e latien *1[}[}

RPD=

Mimmum .

For the problems in the small size the optimal solution s
obtained by GAMS. The obtained results are specified in
Table 5 With regard to the values of EPD, HPSOPVNS and
P30 algonthms have achieved the optimal solution, similar
to optimal solution obtained by GAMS Problems with
medium and large size are solved only by the HFSOPVINZ
and PS5O algorithm. Ten instances with medium size are
generated and shown 1n Table 6 Diagram of average RFD
for problems with medium size is shown in Figure 7.
According to the RPD walues in the figure, HPSOPVHNS
algorithm has better performance than PSSO algorithm. Ten
instances with large size are generated in Table 7 .On the
basis of the EPD values presented in this table and diagram
of average BEPD (Figure 8), HPSOPVHNE algonithm has
better performance.

Table 5- Computational results the small problems

Problem no. Size* Gams HPSOPVNS PSO
CPU Cmiax RPD CPU Cmsx RPD CPU Cmax RPD
time(s) time(s) time(s)
o1 23,22 2 40 ] 30 40 0 15 40 0
52 24453 5 41 ] 99 41 0 29 41 0
53 3,633 9 50 ] 128 50 0 62 50 0
51 3,3.63 45 45 ] 127 45 0 49 45 0
S 4744 25 61 ] 170 61 0 72 61 0
56 4,345 835 39 ] 151 3% 0 64 35 0
57 5,24.5 69 55 ] 160 55 0 67 35 0
S 54456 132 67 ] 147 67 0 67 &7 0
S 8244 317 61 0 182 61 0 79 61 0
S 6,346 452 63 { 368 63 0 148 63 0

*lumber of (product, mazimum number of parts, mazimum number of operations, maximum number of machines)

Table 6- Computational results the medium problems

Problem no. Size HPSOPVNS PSO

CPU Cmax RPD CPU Cmax RPD

time(s) time(s)

I, 8,2,6,6 487 a3 0 144 113 22.83
I, 8,268 506 109 0 129 132 21.1
I 9,269 579 104 0 211 127 2211
I, 10,5,6.6 364 152 0 439 181 15.08
s 9.3,6,11 07 88 0 324 118 34.09%
s 6,5,7,12 638 76 0 271 103 3553
M 8.4,6,12 842 96 0 324 117  21.87
Mg 13,2,6,9 989 137 0 325 180 31.39
g 13.3.5.5 815 202 0 251 231 14 36
My 12.,2,6,10 T68 128 0 376 161 2578
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Table 7- Computational results the large problems

Problem no. Size HPSOPVNS PSO

CPU Cmsx RPD CPU Cmix RPD

time(s) time(s)

L: 946,14 853 142 0 698 162 14.08
L 13,3.6,17 1014 167 0 736 194 16.17
Ls 11,12,3,6 1347 187 0 751 217 16.04
L. 17.4,9.9 1309 204 0 829 235 152
Ls 25,2,10,14 1159 145 0 736 174 20
Ls 30,648 1638 217 0 912 245 12.9
L; 3347.6 1735 230 0 948 261 13.48
Le 38,397 2014 314 0 1237 346 10.19
La 42267 1968 339 0 1103 37 944
L 50,3,6,9 2264 317 0 1276 360 13.56

Interval Plet of HPSOPVNS; PSD
95% CI For the Mean

RFD
A

04 —a
HPSOPULG PSO

Figure 7- Diagram of average BPD with confidence interval
95% 1n medium problems

Interval Plot of HPSOPVNS; PSOD
959 (3 For the Mean

18
164 N
144 L
12 S
104

E .
64
4
2]
LE i

e SO

Figure 8- Diagram of average BPD with confidence interval
95% 1n large problems

7. Conclusion and future work

In this paper, a flexible job shop scheduling problem with
assembly operations and sequence dependent setups was
studied. This production system contains a flexible job shop
followed by an assembly stage. In this production system,
parts are produced in the flexible job shop and products are
assembled after the parts in the assembly stage are ready.
Due to high complexity of the flexible job shop scheduling

problem with assembly operations, a hybrnid metaheurnistic
algorithm the based on the PS5O and PVNS optimization
methods 15 proposed to solve the problem. In this hybrid
approach, particle swarm optimization algorithm to explore
the search space and the parallel vanable neighborhood
algorithm to exploit the best found solution in the each
iteration are deployed. In order to evaluate the performance
of proposed algonithm, we have compared its performance
on numencal expennments with PSO algorithm. The results
show that HPSOPVNS  algorithm achieves Dbetter
performance than PS5O algonthm. As a further study,
constderation of the buffer limitation 1s suggested Also, the
study of other objective functions such as sum of tardiness,
sum of earliness, mean completion time, and so on will be
useful 1n this problem.
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