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Abstract  

 

Harmony and coordination among various departments of 

a company can be an important factor for obtaining 

competitive advantage. For many businesses, trade credit 

represents a main section of company finance and is used 

as one of coordination strategies in a company. In this study, 

a nonlinear model of joint partial delayed payments, 

pricing, and marketing strategies is presented in a supply 

chain including a retailer and multiple customers. Demand 

rate is an endogenous variable and depends on marketing 

cost, selling price and the length of the credit period. To 

obtain better inventory management, both holding and 

ordering costs are controllable by an added cost. The 

proposed problem is formulated in two cases for 

maximizing the retailer’s profit and determines length of the 

credit period, marketing cost, selling price, holding cost, 

ordering cost, purchasing cost and order quantity 

simultaneously. Each case is modeled a constrained 

signomial geometric programming with 2 degrees of 

difficulty. For solving our models, we transform both 

models to a reversed constraint programming and can 

obtain the optimal solutions in closed forms for each case. 

The applicability of this solution method is demonstrated by 

a numerical example.         

 

Keywords: 

EOQ model, Partial delay in payment, Signomial geometric 

programming, Marketing. 

 

Introduction 
 

In many businesses, trade credit is used as an essential tool 

to financing growth. In today’s business transaction, many 

firms use different trade credits as part of the financing 

strategy and offer to their customers in order to reduce and 

manage the capital requirement, attract new customers, 

increase market share, increase power purchasing, etc. One 

of the well-known strategies that is more applied in practice 

is the partial delayed payment. Under this mechanism, the 

retailer (customers) have to pay a special amount (e.g., 

 percent )of total purchasing cost at order receipt time and 

the remaining amount of total purchasing cost would be 

paid at the end of credit period without any additional 

charges. For first time [1]considered delay in payments in 

EOQ model. After that, different types of trade credit were 

considered in inventory management models with 

additional assumptions. For instance, [2]considered delayed 

payments in EOQ model for deteriorating products. 

[3]extended the work of [2] under fully backordered 

shortages and inflation. [4] presented an EOQ model that a 

partial delayed payment is offered to the retailer if the order 

quantity is smaller than a specified quantity. [5] described 

an EOQ model in situation that shortages and trade credits 

were considered in partial forms. An inventory model with 

partial delay of payments and partial backordering was 

discussed by [6] under condition that partial delay in 

payment is linked to order quantity.  

In all firms, marketing and production strategies are two 

interdependent and important decisions that are handled 

with different strategies such as separate, joint, and 

coordinated. In classic models, many authors assumed 

demand rare to be constant while in real world markets, 

demand for many products is sensitive different parameters 

such as marketing cost, selling price, trade credits, etc. the 

related first model that incorporated marketing strategies 

and production planning in a EOQ model was given by [7]. 

They considered a nonlinear relation between selling price, 

marketing costs and demand rate. This assumption also 

have been considered in many articles such as [8-11].  

One of the most important parameters that has a positive 

impact on demand is trade credit period suggested by the 

retailer to his/her customers.[12-15] considered the impact 

credit period on demand in their models. But, little attention 

has been given to the impact credit period on demand. 

Since, for first time this study coordinates trade credit, 

marketing, and pricing strategies in an EOQ model under 

the condition of partial delayed payments. We represent 

demand rate as multivariate function of the length of the 

credit period, marketing cost, and selling price. For tackling 

real world conditions, ordering and holding cost are 

controllable by an added cost and can be determined in 

coordination with trade credit, marketing, and pricing 

strategies. The main objective function of this study is to 

maximize the retailer’s profit that have been formulated as 

nonlinear programming (NLP) problem. These types of 

NLP problems have been solved by various techniques, 

between them, geometric programming (GP) is an effective 
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approach to solve these problems that first time was 

introduced by [16] and well applied in many fields such as 

inventory control[8, 9, 17] , power control[18], engineering 

design[19, 20] , and etc. Therefore, for solving the proposed 

problem by using GP technique, we first convert the 

problem in to a constrained signomial geometric 

programming (SGP) problems. The past few years, several 

global optimization approaches for solving SGP problems 

were presented. Reversed constraint programming is a 

global optimization method that was developed by [21] for 

solving the SGP problems and we apply this method for 

solving our problem.  

 

Problem description  
 

In this study, a retailer presents a single product to the 

competitive market and provide a partial delay in payment 

to the his/her customers. Therefore, the customers have to 

pay   percent of total purchasing cost immediately and 

the remaining  1  percent of purchasing cost would be 

paid at the end of credit period  M . Shortages are not 

allowed. We study the effect of credit period, marketing 

expenditure, and selling price on the demand rate in an 

EOQ model that maximizes the retailer’s profit. Therefore, 

demand rate is represented as a power function of credit 

period  M , marketing expenditure  E , and selling price 

 S as follows: 

D uS E M    (1) 

Where u  is marketing size and 1   , 0   and 0   

are selling price, marketing expenditure ,and the credit 

period elasticity, respectively. 

In the proposed problem, two cases based on relation 

between the length of an inventory cycle time,T , and 

credit period , M , are considered as : case(1) M T and 

case (2) 0T M M  . 

 Notations and other assumptions have been presented to 

formulate the proposed problem as follows: 

Assumptions: 

 Lead time is zero. 

 Purchasing cost per item is a decision variable. 

 Replenishment is instantaneous. 

 All parameters are supposed precise and constant. 

 There is no deterioration. 

 cI rate of interest paid) is longer than eI  (rate of 

interest that can be earned) . 

 Shortages are not allowed. 

 Ordering and holding cost can be decrease by an added 

cost as follows: 

( , )C h A vA h    (2) 

Where v , ,   are positive parameters, A , h ,and  

( , )C h A indicate ordering cost per order, holding cost per 

unit per year , and Capital investment  per 

cycle ,receptively. 

 

Parameters:  

0M   Upper band of trade credit 

pI   Rate of interest paid ($/year) 

eI   Rate of interest that can be earned ($/year) 

   Selling price elasticity to demand 

   Marketing expenditure elasticity to demand 

   Credit period elasticity to demand 

   Ordering cost elasticity 

   Holding cost elasticity  

   The portion of the purchasing cost must be 

paid at the time of receiving. 

Decision variables:  

D   Demand rate per year 

T   Length of an inventory cycle 

S   Unit selling price 

M   Credit period 

E   Marketing expenditure per unit item 

Q   Order quantity 

C   Unit purchasing cost per unit item 

h   Holding cost per unit item per year 

A   Ordering cost per order is placed 

 

The model formulation 
 

According to Fig1, the average total profit per year for case 

1 that M T is calculated by following equation: 

 

2

Ordering Holding
 costs  costMarketing Purchasing

 cost
ale

rev  costenue

A hDT
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T
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s.t  M T  (3) 

After replacing demand rate by equation (1) and expanding 

the quadratic components, we have:  

 
1 1 1Max  z uS E M uS E M AT             

 0 5. uhS E M T uCS E M         
    2 10 5 1 c e. I I uCS E M T         

 10 5 c. I uCS E M T vA h T          

   11 cI uCS E M       

s.t.   M T  (4) 
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We transform the above equation to a constrained signomial 

geometric programing (SGP) with 2 degrees of difficulty 

after defining an extra variable:   
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(5) 

 
  

 

1 1 1 1 1 1

1 1 1 2 1

1 1 1 1

1

0.5 0.5 1
 1

0.5

1

c e

c

c

u wS E M S E u AS E M T

hS T CS I I CS M T

I CS T vu S E M A h T

I CS M

     

    





         

   

       



  
 
     

  
  
 
  

 

 

Finally, we have: 
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1 1MT    (6) 

 

Also, the average total profit per year for case 2 that  

0T M M   is (see Fig2) : 
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  1
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s.t  0T M M   (7) 

 

SGP problem form for this case are given as follows: 
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1 1TM    
1

0 1M M   (8) 

 

Intrinsically, it is difficult for solving models (6) and (8) 

directly. Since, we transform these models to reversed 

constraint program in next section. 

 

DT

M

DM

There is no deterioration

 
 Figure 1- inventory system for case1: M T  

 

DT

M

DM

There is no deterioration

 
Figure 2- inventory system for case 2: 

0T M M   

 

Methodology 
 

In this section, we apply reversed constraint program in 

order to solve equations (6) and (8). [21] introduced this 

approach to solve the SGP problems. Reversed constraint 

programs develop GPs to contain equal or greater than 

restrictions. Therefore, we formulate reversed constraint 

version of each case as follows: 

 

 Case1-primal: 

 
1Min  f w   
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 1 1 11 cx I CS Mx  1      
1 1MT    (9) 

 

 Case1-dual: 

The dual to the reversed constraint program is: 
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11 12
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. .   s t  

1 1   

1 2 0     

     2 3 4 5 6 7 9 111 1 1 0                      

2 3 4 9 0         

2 4 7 9 11 122 0             

4 5 7 8 9 12 0             

2 3 4 5 6 7 8 9 10 11 0                     

6 7 8 11 0        

4 9 0    

5 9 0    

2 3 4 5 6 7 8 9 1                  

10 11 2      

12 3    

0,      1, 2,...,12i i    (10) 

 

 

After solving the above constraints in terms of 7  and 8 , 

we have: 

 

1 1,   (11.a) 

2 1,   (11.b) 

  
3 ,

1 1
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Since, model (10) converts to the following problem after 

substituting variables in the objective function by equations 

(11.a)-(11. n): 
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7 8

1 1
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1 2 7 8
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0,      7,8i i    (12) 

 

Therefore, after taking logarithm of the objective function 

in model (12) and using its derivatives with respect to 7  

and 8 , the optimal amount of dual variables 7  and 8  

are obtained by any search method. Hence, the optimal 

amount of dual variables 11 , 12  and also objective 

function     would be achieved. In reversed constraint 

program, the dual variables and the primal variables are 

linked by following equation: 

 

,i

j

i





  

2 3 12

1 2 11

i , ,...,

j , ,.., .

 


  (13) 

Where j are the weights of the components of the 

restrictions in model (9). According to this relation we 

have:  
*
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 Using equations (14.a)-(14. k), the optimal value of 

decision variables can be achieved in closed forms as 

follows:   
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We can obtain the optimal values of decision variables for 

case 2 by following similar steps applied for case 1. 
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Solving the above constraints in terms of 6  , and 7  , we 

have: 
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After replacing variables in the objective function by 

equations (18.a)-(18. m), we have: 
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Now we can take logarithm of the objective function in 

model (19) and use its derivatives with respect to 6   
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and 7  to obtain the optimal values of 6  , 7  , 10  11  , 12   , 

also objective function      by any search method. The 

weights of i  are calculates as according to equation 

(13): 
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Finally, the optimal solutions of case 2 according to above 

elations are: 
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Numerical results 
 

A retailer presents a single product to the market. He offers 

a partial delayed payment to his customers. Decision maker 

wants to find the optimal credit period, selling price, 

marketing costs, ordering , purchasing and holding costs, 

demand ,order quantity and optimal total average profit in 

situation that demand rate as: 6 3.1 0.05 0.2510D S E M  and 

the capital investment for reducing ordering and holding 

cost is as 1.5 8.3( , ) 1.1C h A A h  .The value of parameters 

for this product are given as: 0.1,pI  0.05,eI  0.5,   

and
0 0.9M  .Considering the solution procedure described 

in previous section ,we first solve problem (12) for case (1) 

and problem (19) for case (2) and the optimum results are 

reported in Table 1. Then, we must compare objective 

functions to determine which is higher and those amounts 

associated with the higher profit must be selected as 

optimal solutions. According to Table 1, case 2 has higher 

profit. Therefore, the optimal solution of decision variables 

must be selected based on case 2.    

 

Table 1- The optimal solutions 

Decision variables Case 1 Case 2 
*D   1305.081 2125.518 

*S  7.7500 6.97 

*E  0.0848 0.11443 
*M  0.337 0.9 

*T  0.337 0.9 
*Q  

439.8122 1912.9716 

*A  47.156 43.189 
*C  3.835 3.312 

*h  0.874 0.956 

Total profit 5757.9254 5907.8045 

 

Conclusion 
 

In this research, we developed an EOQ model under partial 

delayed payments for a retailer where demand rate was 

considered as power function of marketing costs, the length 

of the credit period suggested by retailer to his/ her 

customers, and selling price. In this work, ordering and 

holding costs can be controlled by more investment. The 

proposed problem was formulated in two cases as nonlinear 

programming problem pf profit maximization. For model 

solving, we first transformed our models to a constrained 

SGP problem with 2 degrees of difficulty; and late, we 

converted the SGP problem in to the reversed constrained 

programming to achieve the optimal decisions in closed 

forms. The applicability of this solution method is 

demonstrated by a numerical example. This problem can be 

extended to investigate the environmental issues, uncertain 

Archive of SID

www.SID.ir

http://www.sid.ir


environment, and multi products.      
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