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Abstract 

In order to maintain the competitive advantage of advanced industries, the 

supply outsourcing has provided a part of the requirements of research and 

manufacture, logistics and supply chain with high sensitivity and 

complexity. In these industries, the logistics in a broader sense includes the 

role of the supply chain to prepare and manufacture a product from the 

phase of the raw materials supply to the distribution and delivery of the 

final product to the customers and its support. There are many factors, e.g. 

political concerns, technological alterations, regional threats, customers’ 

demands, strategic objectives, financial instability and natural disasters, 

which have increased the uncertainties and the logistics risks. The 

management of such risks is essential to reduce the vulnerability of the 

logistics members. Thereby, the logistics risks should be identified, 

evaluated and ranked. The present study applies a comprehensive multi-

attribute decision-making model called the taxonomic analysis in order to 

identify and assess the supply and product risks in the logistics, therefore 

one of the manufacture industries of the advanced products have been 

studied. In this respect, the logistics have been introduced in this industry 

and the literature is reviewed and the experts’ notion on 44 risks of the 

supply and product, and 16 assessment attribute have been identified and 

then a statistics population of 30 experts in the relevant sections, as their 

answers were obtained via the questionnaire. The identified risks are 

assessed and ranked by taxonomic method. The results showed that the risk 

of “monetary policy of upstream entities” as the most important factor and 

then the “environmental risk (rules, governmental policies, taxation, and 

economic developments)” and “poor quality of raw materials used by 

contractor” have highest weight and significance in this model. 
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1. Introduction 

 Nowadays, due to the aditem of the customer orientation strategy by the organizations 

and in order to increase the competitiveness and survival, the production systems have 

found tendency to produce upon the due orders and the approaches, in which they can 

have more impact on the critical success factors, e.g. increasing production speed, 

reduction of waste, improved reliability for on-time delivery, reducing production costs, 

etc.  

Most of the manufacturing costs comprise of the purchase and supply of the raw 

materials and the spare parts, as the main cost of any product.Thus the supply and 

logistics sector may play a key role in the efficiency and effectiveness of a manufacture 

organization and it has a direct impact on the cost reduction, profitability and flexibility 

(Zsidisin & Ritchie, 2008). The consequence of the significance of the administration of 

the various supply sectors of the organizations as well as the delivery and after-sales 

service sectors are manupulated to improve the productivity of the organizations, by 

which the logistics and supply chain management theories have emerged . 

In the advanced goods-manufacture industries, the raw material supply cycle is 

administered by the qualified contractors, while the design and product research sectors 

are counted as very important additionally. In these industries, the logistics imply the 

role of the supply chain in a broader sense for preparation and manufacture of a specific 

product from the supply of the raw materials to the distribution and delivery of the 

finished products to the customers, whereas the logistics is used in substitution of the 

supply chain in the current research. Most manufacturers provide the advanced products 

subject to the potential problems in the path of logistics in order to follow their own 

logistics management. In regard of the dynamic system of logistics, the interaction of 

the internal and external factors comprise the complete complex of the procurement 

process, where many risk factors incur, e.g. political and regional issues, the 

competitive threats of the world powers, the demand fluctuations of the advanced 

products by the consumers, the changes in technology, updating products, the financial 

instability and the natural events that may lead to the increased uncertainty and many 

risks in the supply chain and thus the industries act to control and manage them and the 

risk management activities are called ‘logistics’. Therefore, on the one hand the 

importance of logistics management in manufacturing industries of the advanced 

products would be effective in the success and survival of organization and on the other 

hand the hazards and risks due to the dynamic conditions that threaten it, therefore the 

topic of the logistics risk management in this type of organizations is considered. Risk 

management involves the identification, evaluation, categorization, and appropriate 

responsiveness to various risks. Risk assessment is one of the fundamentals of risk 

management and it aims to measure the risks based on various factors, e.g. impact and 

probability. When the results of this phase are more accurate, it can be said that the risk 

management process is performed with the higher degree of reliance. In fact, the 

purpose of the risk assessment of the logistics is to warn the management team about 
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the potential 

damages by the internal or external resources. In this regard, the systematic assessment 

of the logistic risks provides a basis for planning the risk control. The risk management 

of the logistics field interacts to imply the significance of this topic and many 

approaches of identification, evaluation, analysis and dealing with the hazards and risks 

of the logistics could be developed (Wang, 2013). 

Risk assessment is a multi-phase decision-making process, in which the risks(items) are 

assessed and ranked in terms of indicators. In these methods, mainly the experts' 

opinions on the indicators and the items (risks) are estimated for the definite numbers 

and if the decision-making environment is totally ambiguous and unknown, the fuzzy 

data is used to track the opinions. 

Multi-attribut decision-making methods, e.g. taxonomy, AHP, TOPSIS, etc. are the 

mathematical methods with the definite and fuzzy data developed in the risks ranking 

process.in this process, have been developed up on the definite and fuzzy data of the 

risks ranking by the interval numbers. Mathematical modeling capabilities suitable 

bases are experts in numbers. 

Interval numbers indicate the indefinite status of the numbers by the modeling 

capabilities and the computational complexity is less than the fuzzy numbers. 

Furthermore, if several experts’ opinions with the definite notions for the risk 

assessment is implied, it is possible that the experts model the Interval numbers by the 

least data removal (Baradaran & Azarnia, 2013). In this paper, the taxonomic multi-

attribut decision-making method has been developed to assess the items (risks), where 

the experts’ opinions have been obtained in the form of the interval numbers.A 

comprehensive and hierarchical structure to indentify logestics risks has been  devised 

and a set of indicators to assesse risks suggested.this is based on the literature and the 

method of supply chain risk breakdown structure(SCRBS) and focus on the study of a 

advanced good-manufacture industries. 

A comprehensive questionare to assesse the identified risks has been obtained and 

opinions of experts as definite number have been collected having a statistical approach 

then the opiniones were collected and summarized on the format of interval 

number.Applying the taxonomy analysis method with an approach to interval 

number,then the logestice risk was assess and prioritized. 

 

2. Therertical fundamentals 

2.1. Taxonomic analysis method 

The multi-attribut decision-making methods are used to prioritize a limited countable 

number of the predetermined items based on a set of decision-making attribut, while the 

basis includes modeling, constructing and establishing a contingency 

(Azar&Rajabzadeh,(2002)).Hereby,the taxonomic analysis method can be mentioned as 

one of the most important multi-attribut decision-making methods 

(Azar&Rajabzadeh,(2002); Asgarpour, (2008)).Since the determination of the relative 

weights of the attribut based on the experts’ opinions is not needed, as a result, the 

qualitative judgments of the experts and the practitioners in the analysis is less 

interventional unlike any other decision-making methods, therefore, it could be stated 

that the results are less uncertain (Tzeng& Huang, (2011)). This method was introduced 

for the first time in 1763 by Adenson and it was developed in 1950 by a group of 

mathematicians. The taxonomic analysis of the different categorizations is used in 

various sciences, in which the particular type is numerical taxonomy. Numerical 
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taxonomy 

is used to assess, grade and ranking the similarities of the taxonomic units. In this 

method, a more or less homogeneous series are divided and the plausible attribut is 

constructed to examine and measure the level of development at disposal of the 

planners. This method is based on the analysis of a series of the indicators to prioritize 

the available items and a full categorization scale is represented to assess the items 

(Azar& Rajabzadeh, (2002)). 

 

2.2 Interval numbers theory 

For the first time, the interval system theory was introduced in 1982 by Deng in 

Huazhong University of Science & Technology in China (Kay, 1994). Since the fuzzy 

logic is used to study the complex and uncertain problems and systems, the interval 

system theory is used to study the semi-complex and sem-definite problems (Liu & Lin, 

2006). This theory has two essential advantages in comparison with the other methods 

of the system analysis, whereas it is capable of the analysis of the systems, while the 

data analysis and semi-fuzzy data systems are required. 

 

2.2.1. Interval numbers 

Interval numbers are akin to atoms and cells of the interval system (Key, 1994),If the 

number, ⊗ 𝑥, is defined as following, 

 

 

(1) ⊗ 𝑥 =[𝑥, 𝑥]= {𝑥|𝑥  ≤ 𝑥 ≤ 𝑥 , 𝑥 𝑎𝑛𝑑 𝑥  ∈ 𝑅} 
 

This series may be defined as following: 

1) If 𝑥 → ∞ and 𝑥 → ∞, the number ⊗ 𝑥 is called a fuzzy number. This number is 

dedicated to a decision-making criterion, in which there is no significant information, 

2) If 𝑥 = 𝑥, the number, ⊗ 𝑥, is defined as a definite number, 

The use of the definite number in decision-making means the total confidence of the 

decision-maker on a criterion or item, 

3) If 𝑥, 𝑥 ∈ 𝑅 , 𝑥, 𝑥 ≠ ∞, ⊗ 𝑥 is called a interval number. This equation means that in 

such hypothesis, there is inadequate or ambiguous information.  

 

Although it seems that the interval numbers are akin to the fuzzy numbers, the major 

difference between the interval numbers and the fuzzy numbers is that the accurate 

value of the interval numbers is unknown, however, the range of the value of the 

number is a given or in other words the accurate value of the left and right boundaries is 

definite and clear. While the number is defined as a range in a fuzzy number, however, 

the accurate number of the left and right boundaries is unknown and a membership 

function is followed. This subtle difference between the interval number and the fuzzy 

number implies that the calculations of the interval numbers are very simple in 

comparison with the fuzzy numbers, since the membership function for the left and right 

boundaries of a fuzzy number along with the complexity and computational operations. 

Therefore, the concepts and the operations of the interval numbers are used to deal with 

the indefinite information usefully. 

 

Definition (2). Mathematical operators of interval numbers 

Archive of SID

www.SID.ir

http://www.sid.ir


 
 

5 

 

 
 

www.QMTM.ir         5 

The basic 

mathematical operations of 2 interval numbers ⊗ 𝑥 = [𝑥, 𝑥] and ⊗ 𝑦 = [𝑦, 𝑦] are 

defined as following (Lino et al. 2008): 

The equation of the addition of 2 interval numbers: 

(2) ⊗ 𝑥 +⊗ 𝑦 = [𝑥 + 𝑦, 𝑥 + 𝑦] 
 

The subtraction is defined as: 

(3) ⊗ 𝑥 −⊗ 𝑦 = [𝑥 − 𝑦̅, 𝑥 − 𝑦] 
 

The multiplication is defined as: 

(4) ⊗ 𝑥 ×⊗ 𝑦 = [min (𝑥𝑦, 𝑥𝑦, 𝑥𝑦, 𝑥𝑦) ,max( 𝑥𝑦, 𝑥𝑦, 𝑥𝑦, 𝑥𝑦)] 
 

The division defined as: 

(5) ⊗ 𝑥 ÷⊗ 𝑦 = [min(
𝑥

𝑦
,
𝑥

𝑦
,
𝑥

𝑦
,
𝑥

𝑦
) ,max(  

𝑥

𝑦
,
𝑥

𝑦
,
𝑥

𝑦
,
𝑥

𝑦
)] 

 

In addition, the equations (6) and (7) include the multiplication of a fixed number by a 

interval number and the reverse of the interval number is shown as: 

(6) 𝑘 ×⊗ 𝑥 = [𝑘𝑥 , 𝑘 𝑥] 

(7) ⊗ 𝑥−1 = [
1

𝑥
,
1

𝑥
] 

 

Definition (3): Minkowski distance 

Minkowski distance is defined between two interval numbers ⊗ 𝑥 و  ⊗ 𝑦(𝐌𝐃(⊗ 𝑥,⊗

𝑦)) as following (Dang et al,2006). 

(8) 𝐌𝐃(⊗ 𝑥,⊗ 𝑦) = √
𝟏

𝟐
[(𝒙 − 𝒚)

𝟐

+ (𝒙̅ − 𝒚̅)𝟐] 

 

3. Interval taxonomy analysis method 

The multi-attribut decision-making methods are used to prioritize, m item(s) based on 

the basis of n indicator(s) based on the quantitative assessment of each item for each 

indicator used in the decision-making matrix. In these problems, the information related 

to the items, the attribut, and their preferences depending on the judgments of the 

decision-makers. According to the decision-makers’ knowledge about the items and the 

indicators, thus the assessments can be recorded for definite, fuzzy or interval numbers 

in the decision-making matrix. In order to solve such problems in terms of total 

confidence, uncertainty and the lack of confidence, the decision-making definite, 

interval and fuzzy mathematical methods have been developed (Dong et al, 2008). 

If the decision-maker uses any insufficient data of the decision-making items and 

indicators, they can indicate their opinions in the form of interval numbers in the 

decision-making matrix. Futhermore, the interval numbers are capable to mix the 

definite decision-making matrices of a set of decision-makers in a problem provided in 

the decision-making matrix. The quantities , in the definite decision-making matrices 
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turn to a 

interval number in the interval decision-making matrices. Thereafter, the taxonomy 

methos is developed with the interval decision-making matrix, so that items can be 

prioritized in those problems that the inadequate information and the uncertain 

relationships will be provided in the system. The phases of the developed method are as 

following: 

 

Phase (1): Identification of items and indicators 

In the first phase, the decision items and indicators of the problems are identified. In the 

risk management problem of the logistics, the risk identification is done by the 

assessment  items and attribut, e.g. probability and intensity of impact in this phase. In 

the present study, a hierarchical and comprehensive structure of the logistics risk 

(SCRBS Structure) has been developed to identify the risks. 

 

Phase (2): Construction of decision-making matrix 

decision matrix ⨂𝑮 is constructed based on the opinions of the decision-maker. 

⨂𝑮=

[
 
 
 
 ⊗ 𝐺11       ⊗ 𝐺12                ⊗ 𝐺1,𝑘            ⊗ 𝐺1,𝑘+1             ⊗ 𝐺1,𝑛 

  ⊗ 𝐺21 ⊗ 𝐺22                 ⊗ 𝐺2,𝑘
∗             ⊗ 𝐺2,𝑘+1 

∗  ⋯     ⊗ 𝐺2,𝑛   

⋮ ⋱ ⋮

       ⊗ 𝐺𝑚1   ⊗ 𝐺𝑚2     ⋯      ⊗ 𝐺𝑚,𝑘            ⊗ 𝐺𝑚,𝑘+1    ⋯ ⊗ 𝐺𝑚,𝑛 ]
 
 
 
 

 

Where  n  is the number of decision indicators, m is the number of items and interval 

numbers ⊗ 𝐺𝑖𝑗  are the decision matrix elements includingthe comments with respect to 

the decision-maker on the item, i, and the index, j. In the present study, a questionnaire 

is designed to evaluate the experts’ opinions on the logistics risks in respect to the 

evaluation attribut  in the format of  the definite numbers in the range of 1-9. After the 

questionnaires are collected in respect to the data table of the notions on each risk  
(item) in proportion with the inserted attribut upon the distribution of the experts’ 

opinions of the assessment of a specific risk in relation to a specific indicator, the 

opinions with lower and higher frequency than the first and third quartiles due to the 

discrepent data and opinions are removed and the first and third quartile of the 

observations are tracked as the interval number in the decision-making matrix. Thus, the 

experts’ opinions are collected and summarized in the decision matrix of ⨂𝑮. 

 
 

Phase 3: Normalization of decision-making matrix 

In respect to the scale and the different units of the indicators in the decision-making 

matrix, the items cannot be compared. The normalization by removing the units and 

descaling the elements of the matrix, the items can be compared in terms of all 

indicators. The Equations (9) and (10) are applied to normalize the positive indicators 

(when the indicators more, they are more appropriate) and negative (when the indicators 

are less, they are more appropriate) and the construction of the normal decision-making 

matrix ⨂𝑮∗ = [⊗ 𝐺𝑖𝑗
∗ ], respectively (Tzeng & Huang, 2011). 

(9) ⨂𝐺𝑖𝑗
∗ = [

𝐺𝑖𝑗

𝐺𝑗
𝑚𝑎𝑥 ,

𝐺̅𝑖𝑗

𝐺𝑗
𝑚𝑎𝑥] , 𝐺𝑗

𝑚𝑎𝑥 = 𝑚𝑎𝑥1≤𝑖≤𝑚{𝐺̅𝑖𝑗} , j=1,2,…..,n 

(10) ⨂𝐺𝑖𝑗
∗ = [

𝐺𝑗
𝑚𝑖𝑛

𝐺̅𝑖𝑗
,
𝐺𝑗

𝑚𝑖𝑛

𝐺𝑖𝑗
], 𝐺𝑗

𝑚𝑖𝑛 = 𝑚𝑖𝑛1≤𝑖≤𝑚{𝐺𝑖𝑗}, j=1,2,…..,n 
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One of the 

features of the normalization functions in Equations (9) and (10) is that, after  the 

normalization of the positive and negative indicators, all of the positive indicators 

change direction. It means that the decision-making matrix is positive for all indicators 

in ⨂𝑮∗ matrix. 

Phase (4): Construction of reference or ideal item 

According to the taxonomy method, the items should be prioritized by the elements of 

the matrix ⨂𝑮∗ via the sequence of the reference, in which it is indeed called the given 

ideal item, where all of the indicators consist of the best values(Golmohammadi&Mellat 

parast,2012). The given ideal item A* is an item which is consisted of the maximum 

interval elements of the columns of ⨂𝑮∗according to Equation (11). 

(11) 
A∗ = {

[max1≤i≤mGi1
∗ , max1≤i≤mG̅i1

∗ ], … , [max1≤i≤mGik
∗ , max1≤i≤mG̅ik

∗ ],

… . . [max1≤i≤mGin
∗ ,max1≤i≤mG̅in

∗ ]
} 

 

Phase 5. Homogenization of items 

In this phase, the development of the heterogeneous items in the taxonomy method 

occurs in the interval data status. In this section, for each indicator, j, as Minkowski 

distance accords Equation (8) between the both items based on the interval data matrix 

calculated in the matrix, ⨂𝑮∗. Suppose that Minkowski distance (a definitge number) 

between the items, i and k for the indicator, j, represented by 𝑀𝐷𝑖𝑘
𝑗

. 𝑀𝐷𝑖𝑘  is equal to the 

sum of Minkowski distances between the both items, i and k, based on all indicators 

calculated as following. 

(12) 𝑀𝐷𝑖𝑘 = ∑𝑀𝐷𝑖𝑘
𝑗

𝑛

𝑗=1

 

After the calculation of each item, the other items in proportion to the indicators is 

determined and finally the mean and standard deviation of these distances are obtained, 

whereas 𝑀𝐷̅̅ ̅̅
𝑖̅  and 𝜎𝑖  are the mean and the standard deviation of Minkowski distance 

of the item, i, in relation to the other items. In order to identify the heterogeneous items, 

the plausible limit, the upper limit (UC) and the lower limit (LC) are calculated 

according to Equations (13) and (14). 

(13) LC = 𝑀𝐷̿̿ ̿̿ ̿ − 2𝜎 

(14) UC = 𝑀𝐷̿̿ ̿̿ ̿ + 2𝜎 

 

As 𝑀𝐷̿̿ ̿̿ ̿ and 𝜎 are the mean values of 𝑀𝐷̅̅ ̅̅
𝑖̅  and 𝜎𝑖 , respectively. According to the 

taxonomy method, the items with the Minkowski distance determined at the limit of the 

other items, 𝑀𝐷̅̅ ̅̅
𝑖̅ , are included, except the synchronous items and the items with 

excluded limit of 𝑀𝐷̅̅ ̅̅
𝑖̅  due to the asynchronicity sholuld be removed in the series of the 

items. After the adjustment of the items, again the decision-making matrix is 
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constructed without removed items and the above phases are repeated, thus all of the 

items are not removed according to the above equation. 

 

Phase VI. Determination of distance of items from ideal item 

In this phase, each item, i, from the given ideal item, A*, Cioi is calculated according to 

Equation (15). Close a small gap represents the preferred option is the ideal option. The 

close distance means the vicinity of the target item from the ideal item. 

(15) Cioi = √∑[MD(⊗ 𝐺𝑖𝑗
∗ ,⊗ 𝐴𝑗

∗)]2
n

j=1

 

In the above equation, MD(⊗ 𝐺𝑖𝑗
∗ ,⊗ 𝐴𝑗

∗) represents Minkowski distance between the 

two interval numbers ⊗ 𝐺𝑖𝑗
∗  and 𝐴𝑗

∗. 

 

Phase VII: Determination of development ratio of items 

In this phase, the degree of development and the status of the options is discussed. The 

development ratiuo of an item, Fi (status of an item), is calculated in the following 

equation by taxonomy method. 

 

(16) 𝐹𝑖 =
𝐶𝑖𝑜𝑖

𝐶𝑜
 

In this equation, 𝐶𝑖𝑜𝑖 is the distance of each item from the ideal option and Co is the 

upper limit development constraint. In order to calculate Co, the average (𝐶𝑖𝑜̅̅̅̅̅) and the 

standard deviation (𝜎𝐶𝑖𝑜) of the values of Cioi is calculated in Phase (6). The equation of 

the upper limit development is obtained as following, 

 

(17) 𝐶𝑜 = 𝐶𝑖𝑜̅̅̅̅̅ + 2𝜎𝐶𝑖𝑜 

 

Phase VIII: Ranking and determination of significance of items 

In the last phase of taxonomy method, the items are arranged in the sequence of Fi in 

terms of development. Each option's development values are between zero and one. 

Higher values closed to zero for an option show more development (at the position of 

higher rank) and the values closed to 1 exhibit underdevelopment. 

 

4. Identification and assessment of logistics risk 
At the present, technology growth in manufacturing industry of complex products in 

developing countries is thriving.  Study and research, design and product development, 

growth of applied basic and developmental science, manufacture, purchase, sales and the 

support of the most important missions in these industries. Logistics involves the 

preparation and construction phase of a product from raw material supply to distribution 

and delivery of finished product to the customer and its support is the most important 

missions of these industries. 

Supply and production activities are two of the most important activities of logistics 

process in advanced products industry. Identifying and assessing the risks of these two 
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sectors 

help to develop appropriate programs to deal with the risks and give rise to success of 

the industry. 

In this study, together with literature review and studying one of the advanced  products 

industry, risks of both the supply and production of the logistics process are identified 

and they are ranked based on opinions given by a number of industry experts and using 

taxonomic method. The risk management process steps are described in case study 

which is provided in the next sections. 
 

Phase I: Identification of risks and risk assessment attribut 

In this phase, we first identify risks of logistic in both the supply and production sections 

based on literature. 

Opinions of Experts were collected by utilization of group decision-making techniques 

e.g. Delphi and brainstorming methods in different levels of employees in the given 

industry based on different positions among three statistical population of the experts, 

middle managers and the deputies, who amounted to 30 people in total. Finally, a series 

of comprehensive and hierarchical structure of failure in supply chain risk (SCRBS) is 

provided. 
At this phase, 44 chief risks and 16 assessment attribut are identified as attribut of risk 

taxonomy method. Table 1 shows the list of the potential risks identified. 

 

 

 

 

Table 1. Risks and factors constructing the supply and manufacture areas in the 

logistics process of the advanced products 

 

Risk source Risk topic Symbol 
Indicators (factors) 

1 2 3 4 5 6 7 

Supply Limitation of number of suppliers with 
the proper conditions 

RS1 √ 
  

√ 
  

√ 

problems of technical documentation of 
supply of subsidiaries and materials 

RS2 √ 
  

√ 
   

Delays in on-time commitments and 
supply of raw materials by contractor 

RS3      √ √ 

Lack of proper continuous and reliable 
interaction with subcontractors towards 
building the subsidiaries  

RS4 
   

√ 
   

Poor quality of raw materials used by 
contractor 

RS5   
   

√ √ 

Increase of costs and deliverable raw 
materials by contractor 

RS6   
   

√ √ 
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Incapability to meet demands by 
contractor 

RS7 
     

√ √ 

Risk source Risk topic Symbol Indicators (factors) 

1 2 3 4 5 6 7 

Supply Inflexibility of rapid technological 
impactability and customer demands 
(employer-employee) 

RS8 
      

√ 

Financial problems of contractor about 
employer’s guarantees 

RS9       √ 

Insufficient funds in contractor’s 
inventory due to improper material 
planning  

RS10 
      

√ 

Bankruptcy of supplier and probable 
disconnection with industries 

RS11      √ √ 

Environmental risks (strike, war and 
terrorism) 

RS12      √  

budget policy alterations  RS13      √  

Governmental regulatory and tax 
policies alterations 

RS14      √  

Surveillance and protection issues RS15    √    

International sanctions and raw 
material supply problems by contractor 

RS16 √ 
    

√ 
 

Disclosure of foreign purchase process  RS17    √    

Fault in identification of purchase of 
dometic parts in the market 

RS18     √   

Fault in identification of purchase of 
parts in the international market  

RS19 √    √   

Human fault in-house contractors of 
organization 

RS20       √ 

Inappropriate shipment circumstances RS21     √   

producte Machine malfunction (discontinued 
manufacture) 

RP1 
    

√ 
  

Less quality of raw materials in 
production process 

RP2 
      

√ 

Staff demand changes and consequent 
product design change  

RP3 
  

√ 
    

Fault in production planning and 
inventory control 

RP4 
    

√ 
  

Fault in assembly line quality control RP5     √   

Inappropriate leading of 
production/coordination of test 
programs 

RP6 
    

√ 
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Product equipments transportation 
failure in assembly line 

RP7     √   

Operator/equipment fault of 
production line and increasing returns 
in assembly line 

RP8 
    

√ 
  

Lack of flexibility to improve or change 
industrial sub-delivery 

RP9       √ 

Improper transportation of assembly 
line materials 

RP10     √   

Risk source Risk topic Symbol Indicators (factors) 

1 2 3 4 5 6 7 

 Staff deficiency (missionary) RP11     √   

 Improper storage and warehouse 
environment impacts 

RP12     √   

 Inappropriate use of product by 
customer 

RP13  √      

 Environmental problems RP14     √   

 Dependence on only one supplier RP15 √   √   √ 

 Environmental risks (laws, 
governmental policies, taxations, 
economic developments and sanction) 

RP16 
     

√ 
 

 Promotion of scientific 
experts/operators for serving 
customers (inappropriate use of 
product and increased returns for 
repair) 

RP17 

 

√ 

     

 Research tests analysis faults 
(operator/equipment/software) 

RP18     √   

 Disclosure or loss of information or 
documentation process 

RP19    √ √   

 Change of macro plans and 
organizational policies 

RP20      √  

 Inappropriate or incorrect duty 
assignment for staff 

RP21     √   

 Less staff safety and health RP22     √   

 Change in organizational structures and 
mission of sectors 

RP23     √ √  

 

The risk factors are represented in the following table. 

 

Table 2. Risk factors of logistics in the production and supply areas 
Factor 

no. 
Description of risk factor 

1 High level of production technology 

2 Poor interaction with customer 
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3 Regional and global challenges and threats 

4 Cooperation conditions and protection and security issues 

5 Activity failure and management problems within industry 

6 Environmental impacts and economic sanctions and limited raw 
material supply 

7 Contractor’s  technological capacbility and capacity constraints 
(financial, production and human resources)  

 

Risk is defined as the uncertain event or condition that, if it takes place, it can have 

positive or negative effect on its target. Therefore, the event probability and the efficacy 

include the both major risk assessment attribut, however, some researchers Additional 

have added some other attribut depending on the risk assessment circumstances. For 

example, in some literature, some measures have been mentioned, e.g. the organization's 

capability to respond to risk (Mikulak et al, 1996) and insecurity of estimations (Kirk, 

1998). Both of the above measures can be used for the qualitative or quantitative attribut 

in the risk assessment and the categorization very well. In this regard, (Lambert et al. 

2001) have categorized the risk sources in three indicators: event probability, potential 

impact on project and risk management agility ratio. In oder to assessment the logistics 

process risks, there are two attribut represented in Table 2. Since, in the taxonomic 

method, the weighted attribut are not compared, some highly important measure could 

be ignored with the low probability in the logistics process. In the present study, for any 

risk, the risk probability and the risk efficacy raete on the main industrial objectives 

through the logistics, including schedules, costs, performance quality and range of 

activities of various secotrs and the different areas of the chain have been defined as the 

primary indicator of risk (PIR) for each risk (Equation 18). 

(18)  i i
i

PIR W P I

    

4

1
 

 

In this equation, 𝑊i is the significance of efficacy in the logistics, whereas the data are 

obtained via the survey. 

Only the use of the conventional indicators and the impact rate would not present any 

comprehensive, reliable and credible result, therefore, in the present study, 11 additional 

indicators are selected. In this phase, the experts’ opinions on the rate of 11 secondary 

indicators (complementary) for each risk has been considered and the taxonomic 

analysis method is used on the final assessment of categorization of the risks, thus the 

decision-making matrix is constructed. 

The assessment attribut with the positive efficacy (negative) means that whenever the 

value of these attribut is higher for a specific risk, the degree of criticality of that risk is 

more (less). 

 

Table 3. Risk assessment attribut of supply and production sectors in logistics process 
Criterion Criterion Symbol Impact aspect Ideal item 
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type 𝑥 𝑥 

Primary  

Probability of risk 
P positive 1.0 0.9 

Impact of risk on schedules 
I1 positive 1.0 0.8 

Risk-cost impact ratio 
I2 positive 1.0 0.8 

Risk impact ratio on performance 
quality 3I positive 1.0 0.8 

Risk impact ratio on range of 
activities 4I positive 1.0 0.8 

Secondary  

Risk impacts on industrial mission 
justification 1SIR positive 1.0 0.8 

Risk impact on reducing customer 
satisfaction 2SIR positive 1.0 0.7 

Risk exposure 
3SIR positive 1.0 0.8 

Risk manageability 
4SIR negative 1.0 0.3 

Feasible risk identification 
5SIR negative 1.0 0.3 

Estimation reliability 
6SIR negative 1.0 0.3 

Risk reduction 
7SIR negative 1.0 0.3 

Risk security impacts 
8SIR positive 1.0 0.7 

Environmental impacts of risk 
9SIR positive 1.0 0.7 

Mental and psychological impacts 
on employees 10SIR positive 1.0 0.7 

Risk impact on reduction on low 
employee satisfaction 11SIR positive 1.0 0.7 

 

Phase II. Construction of decision-making matrix 

In order to asses the risks, a questionnaire is made for the survey among 30 subjects, as 

the industrial experts, upon the risk assessment attribut (Table 3), except the event 

probability, on each risk (Table 1) in Likert scale of 1-9. Whereby the experts were 

required to asses the event probability of each risk at the scale of 0-1. Therefore, 30 

decision-making matrice have been constructed for each expert with the size of 16 

attribut and 44 risks. The necessary of the risk analysis with the interval taxonomy 

method is the construction of the decision-making matrix based on the experts' notion. 

According to the dispersion of the experts' opinions, the experts' score is not limited to a 

number upon any risk and any indicator, in order to merge the opinions for each element 

of the decision-making matrix, the quartile functions were used in the statistics. The 

opinions were less or more removed in the first and third quartiles of the observations in 

each element as the deviated opinions and the first and third quartiles of the 

observations consisted of the upper and lower limits of the interval number. Thereby, 
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the 

matrix(whit 44*16 dimension) is obtained with the interval numbers that represented in 

the appendix . 

 

Phase III. Construction of standard matrix and ideal item 

By using the Equations (9)-(10), the elements of the decision-making matrix are 

normalized. According to the normalized decision-making matrix and by using 

Equation (11), the ideal item is constructed and it has the value amoing all indicators. 

The number of the ideal item is shown in Table 3 for each indicator. 

 

Phase IV: Determination of Euclidean distance between items 

As it is mentioned, it is primarily necessary to measure Minkowski distance between 

risk i and k per each criterion i according to the normal decision-making matrix,  𝑀𝐷𝑖𝑘
𝑗

 

according to Equation (8). Then, the values of 𝑀𝐷𝑖𝑘 are calculated based on the both 

risks in Equation (12). The mean and standard deviation of the values of 𝑀𝐷𝑖𝑘 (𝑀𝐷̅̅ ̅̅
𝑖̅ , 

𝜎𝑖 ) are calculated for each risk. Finally, the means of 𝑀𝐷̅̅ ̅̅
𝑖̅  and 𝜎𝑖  are calculated as it 

is shown in Table 5, thus with them and the Equations (13)-(14) at the allowed, 

reception limit of the heterogenous risks are determined. 

 

Table 4. Mean and allowed limit of Euclidean distance of items 

Lower limit (LC) 

of Euclidean 

distance of items  

Upper limit 

(LC) 

ofEuclidean 

distance of items 

Double standard 

deviation of items 

Euclidean 

distance (𝟐𝝈̅̅ ̅̅ ) 

Euclidean 

distance Average 

of items (𝑴𝑫̿̿ ̿̿ ̿) 

-0.138 2.276 1.207 1.069 

 

The risks with the value of 𝑀𝐷̅̅ ̅̅
𝑖̅  out of the defined limit are excluded in the assessment 

process due to heterogeneity.In this study when the value of 𝑀𝐷̅̅ ̅̅
𝑖̅  is examined for each 

risk, i, it is shown that none of the identified risks is inconsistent and all of them remain 

in the assessment process. 

 

Phase VI: Other indicators of taxonomy method and categorization of risks 

As mentioned in phases 6-7 on the taxonomy method, for each risk, the distance from 

the ideal item Cioi should be calculated according to Equation (15). The results are 

represented in Table 5. Subsequently, a variable is calculated based on the distance 

from the ideal item ratio the distance ith item from the ideal item towards the maximum 

distance of the items from the ideal item as the level of development according to 

Equation (16). The level of development per risk (Fi) is represented in Table 5. By 

determining the development ratio of each item, the significance level and the 

numerical value Fi any of the risks listed in ascending order of the smaller to larger 

values is categorized 1-44 for all items (risks). 

 

Table 5. Results of prioritization of production and supply risks of logistics process 

with taxonomic method 

Risks  𝝈𝒊  𝑴𝑫̅̅ ̅̅ ̅
𝒊  𝐂𝐢𝐨𝐢 𝑭𝒊 

Risk 
rank 
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R13 
0.807 1.854 0.2504 

 

0.456108536 1 

R37 
0.424 1.543 0.2889 

0.526310239 2 

R5 
0.694 1.563 0.4634 

0.526485351 3 

R16 
0.690 1.389 0.2940 

0.535714583 4 

R12 
0.715 1.638 0.2958 

0.53893098 5 

R1 
0.579 1.232 0.3931 

0.573952936 6 

R17 
0.429 1.093 0.3406 

0.62045647 7 

R14 
0.464 1.084 0.3433 

0.625526857 8 

R7 
0.493 0.985 0.4634 

0.665991524 9 

R9 
0.452 1.017 0.4634 

0.670013511 10 

R6 
0.543 1.244 0.4634 

0.692482292 11 

R20 
0.355 1.017 0.3870 

0.705039401 12 

R15 
0.468 1.348 0.3913 

0.712957801 13 

R19 
0.348 1.062 0.3931 

0.71626621 14 

R3 
0.419 0.879 0.4000 

0.726977654 15 

R39 
0.387 0.881 0.4000 

0.72869586 16 

R22 
0.431 0.850 0.4052 

0.738275211 17 

R28 
0.396 0.738 0.4096 

0.746218093 18 

R21 
0.381 1.140 0.4110 

0.748721326 19 

R23 
0.437 0.850 0.4150 

0.756061942 20 

R11 
0.410 0.790 0.4197 

0.764703661 21 

R10 
0.418 0.907 0.4203 

0.765819967 22 

R36 
0.346 0.820 0.4215 

0.767996968 23 

R18 
0.315 0.762 0.4263 

0.776576256 24 

R2 
0.406 0.849 0.4424 

0.782157413 25 

R42 
0.447 0.890 0.4333 

0.789433577 26 

R29 
0.453 0.806 0.4424 

0.806087562 27 

R40 
0.642 1.431 0.4434 

0.807864336 28 

R24 
0.416 0.780 0.4466 

0.813570091 29 

R41 
0.405 0.778 0.4516 

0.822831633 30 
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R44 
0.457 0.896 0.4634 

0.844206796 31 

R26 
0.528 0.908 0.4640 

0.845368064 32 

R34 
0.527 0.968 0.4647 

0.8466844 33 

R8 
0.485 0.826 0.4634 

0.847733047 34 

R4 
0.520 1.007 0.4634 

0.853643623 35 

R31 
0.573 1.088 0.4759 

0.86699309 36 

R25 
0.548 0.901 0.4812 

0.87664759 37 

R27 
0.515 0.965 0.4826 

0.87919804 38 

R38 
0.638 1.088 0.4870 

0.88727279 39 

R30 
0.658 1.032 0.4990 

0.909177756 40 

R32 
0.629 1.036 0.5032 

0.916848047 41 

R33 
0.659 1.044 0.5033 

0.916966088 42 

R43 
0.667 1.362 0.5084 

0.926210638 43 

R35 
0.843 1.608 0.5136 

0.935636367 44 

 

In order to determine the priority of the both fields of supply and manufacture, the 

average rating of the items 1–21 determine the degree of significance and the rate of 

risks in the field of supply and the items 22–44 determine the degree of significance of 

the process(production) area. The above calculations are optained according to contents 

in the R column in table 5 and Equation (19).  

(19) 

𝟎 ≤ 𝑭𝒊 ≤ 𝟏 

∑ 𝑅𝑖
21
i=1

21
 =average rating of supply field 

∑ 𝑅𝑖
23
i=22

23
  =average rating of production field 

In order to determine risk rank, 𝑅𝑖  is used with supply and production risk rank  in 

Equation (19). 

According to Equation (19), the ranking of the supply area is 14 and the ranking of the 

production area is 30 and it can be seen that the risks associated with the supply and the 

supplier have the lowest risk among the total 44 risks, including the three important 

risks of the present study as the most critical risks: 1. fiscal, monetary and budget policy 

alterations of organization, 2. environmental risk (regulations, governmental policies, 

taxation, economic developments and sanctions), 3. poor quality of raw materials used 

by contractor. In the present study, the strategic plan and innovations are proposed to 

respond the significant risks: 1. Increased customer satisfaction, 2. Establishing 
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cooperation offices at customer's site, 3. improved production quality and capacity, 4. 

research and development to construct customer requirements, 5. increased research and 

innovation funding level. 

6. Conclusion 

In regard of the significance of logestics in the manufacture and service provider 

organizations, it encompasses the entire activities related with the missions of the 

organzation, thereby the administration of this sector would be highly critical. In this 

study, the literature and the case study of the potential risks of logistics have been 

identified and the risk break down structure is used based on the notion of the exeperts 

and classified into two categories of supply and production. The risk assessment and 

categorization is applied to identify the important risks of a multi-attribut decision-

making, in which the risks are assessed by the experts based on many attribut, e.g. the 

probability and the severity of the consequences. The experts’ opinions about any risk 

and criterion can be modeled into the absolute, fuzzy or interval numbers. Due to the 

relative uncertainty of the experts’ opinions, the taxonomy multi-attribut decision-

making approach is applied in this research and the interval data are developed. 44 risks 

and 16 attribut have been identified for the prioritization of the risks in the both supply 

and manufacture sectors in the logistics management and prioritized according to the 

interval taxonomic approach. The risk assessment results show that the effective risks in 

the field of raw materialsupply are more important than the risks in the field of 

manufacture and production. Furthermore, 10 significant risksin total 44 items in the 

research include: 1. fiscal, monetary and budget policy alterations of organization, 2. 

environmental risk (regulations, governmental policies, taxation, economic 

developments and sanctions), 3. poor quality of raw materials used by contractor, 4. 

international sanctions and raw material supply problems against contractor, 5. 

environmental risks (strike, war and terrorism), 6. limitation of number of suppliers with 

the right conditions, 7. problems of purchase process, 8. fluctuations in governmental 

regulations and tax policies, 9. inability of contractor to meet demands (due to missing 

forecast of seasonal and short-term life cycle of product), 10. financial problems of 

contractor and required guarantees of contractor. It is necessary that the managers of the 

industries subject to the advanced products, particularly the corporate executives under 

study, reciprocate these10 risks and provide the requisite supervisions. 
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